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1. Introduction

Let $\mathbb{X}$ and $\mathbb{Y}$ be Euclidean spaces. Let $G$ be an open convex subset of $\mathbb{X}$, and

$$f : G \subset \mathbb{X} \to \mathbb{Y}$$

a Fréchet differentiable function. Consider the following system of nonlinear equations

$$f(x) = 0.$$ (1.1)

As it is well known, solving such a system is a very general subject which is widely used in both theoretical and applied areas of mathematics. Newton’s method with initial point $x_0$ is defined by

$$x_{n+1} = x_n - f'(x_n)^{-1} f(x_n), \quad n = 0, 1, \ldots.$$ (1.2)

which is the most efficient method known for solving such systems.

There are three types of convergence issues about Newton’s method: local, semi-local and global convergence analysis. The first is to determine the convergence ball based on the information in a neighborhood of the solution of $f(x) = 0$, the second is the convergence criterion based on the information only in a neighborhood of the initial point $x_0$, and the last is the convergence analysis based on the information on the whole domain of $f$. In the present paper, we are interested...
in the semi-local convergence analysis. As it is well known, there are mainly two points of view to analyze the semi-
local convergence: Kantorovich like theorems and Smale's point estimate theorems. The first kind gives the convergence
criterion in terms of the value of the function at the initial point \( x_0 \) and the behavior of \( f'' \) or \( f' \) in a neighborhood of the
initial point \( x_0 \) with an assumption that \( f'' \) is bounded or \( f' \) satisfies the Lipschitz conditions, see for example, Ortega and
Rheinboldt [11], Ostrowski [12], Kantorovich and Akilov [8]. The second one assumes that \( f \) is analytic at the initial point
\( x_0 \), and gives the convergence criterion in terms of the following invariants:

\[
\begin{align*}
\alpha(f, x_0) &= \beta(f, x_0)\gamma(f, x_0), \\
\beta(f, x_0) &= \|f'(x_0)^{-1} f(x_0)\|, \\
\gamma(f, x_0) &= \sup_{k \geq 2} \left\| f'(x_0)^{-1} f^{(k)}(x_0) \right\|^{\frac{1}{k-1}},
\end{align*}
\]

(1.3)

see for example, [9,13,14]. Motivated by the works above, there are many other authors who studied the semi-local con-
vergence of Newton's method under various of conditions, see [4,17–19]. Gutiérrez in [4] assumed \( f''(x) \) satisfies a kind of
Lipschitz condition in a neighborhood of the initial point, which is a generalization of Kantorovich like condition. Wang and
Han in [19] discussed \( \alpha \) criteria under some "weak condition" and generalized Smale's point estimate theory. In particular,
Wang in [17,18] introduced some weak Lipschitz conditions called Lipschitz conditions with \( L \)-average, under which Kan-
torovich like convergence criteria and Smale's point estimate theory can be put together to be investigated. For a survey on
the convergence analysis of Newton's method, the reader is referred to [20].

All the above mentioned studies are based on the invertibility of \( f' \), which sometimes may fail, that is, \( f' \) is singular.
One typical example is the case when \( X \) and \( Y \) are two Euclidian spaces with \( \dim X \neq \dim Y \). Clearly, in this case, \( f' \) is not
invertible and (1.1) becomes an overdetermined system (i.e. \( \dim X < \dim Y \)) or an underdetermined system (i.e. \( \dim X > \dim Y \)), for which the convergence analysis of Newton's method has been extensively studied, see for example [3,5–7,13]. In
particular, Dedieu and Shub in [3] established Smale's point estimate theory for Newton's method for the overdetermined
system such that \( f'(x) \) is of full rank. Dedieu and Kim in [2] generalized the results in [3] to such case where \( f'(x) \) is of constant rank (not necessary full rank). Recently, Li et al. in [10], and Xu and Li in [21] extended respectively the local
convergence results in [3] and [2] to the case when the derivative satisfies Lipschitz conditions with \( L \)-average.

In the present paper, under the hypothesis that the derivatives satisfy the center Lipschitz condition in the inscribed
sphere with \( L \)-average introduced in [17], we will investigate the semi-local convergence of Newton's method for singular
systems (not necessary \( \dim X < \dim Y \) with constant rank derivatives. In Section 2, we introduce some preliminary notions
and results. The convergence criterion is established in Section 3. In the last section, applications to two special and impor-
tant cases: the classical Lipschitz condition and the Smale's assumption, are provided, and the corresponding convergence
result due to Dedieu and Kim in [2] is improved.

2. Notions and preliminary results

In the rest of this paper, \( X \) and \( Y \) denote two Euclidian spaces with \( m \overset{\text{def}}{=} \dim X \) and \( l \overset{\text{def}}{=} \dim Y \). Let \( f : G \subset X \to Y \)
be a continuously Fréchet differentiable system with rank \( f'(x) \leq r \) for any \( x \in G \), where \( G \) is an open convex subset and
\( r \leq \min(m,l) \) is a positive integer. We use the following conventions: \( 1_X \) denotes the identity on \( X \) and \( \Pi_E \) denotes
the orthogonal projection onto a subspace \( E \subset X \). For \( \xi_0 \in X \) and \( R > 0 \), we use \( B(\xi_0, R) \) to denote the open ball with radius \( R \)
and center \( \xi_0 \).

To give Newton's method for the case when \( f' \) is not of full rank, we need the notion and some properties of Moore–
Penrose inverse. For a detailed description of the Moore–Penrose inverse, one can refer to [1,15,16]. Let \( A \) be an \( m \times l \) matrix
(or equivalently, a linear operator \( A : X \to Y \)). If another \( m \times l \) matrix \( A^\dagger \) (or equivalently, a linear operator \( A^\dagger : Y \to X \)), satisfies the following four equalities:

\[
AA^\dagger A = A, \quad A^\dagger AA^\dagger = A^\dagger, \quad (AA^\dagger)^* = AA^\dagger, \quad (A^\dagger A)^* = A^\dagger A,
\]

where \( A^* \) is the conjugate of \( A \), then \( A^\dagger \) is called the Moore–Penrose inverse of \( A \). Let \( \ker A \) and \( \im A \) denote the kernel and image of \( A \), respectively. Then the following properties hold:

\[
A^\dagger A = \Pi_{\ker A^\dagger} \quad \text{and} \quad AA^\dagger = \Pi_{\im A}.
\]

(2.1)

The next two lemmas are on the perturbation of Moore–Penrose inverse. The first one can be obtained by Corollaries 7.1.1(2) and 7.1.4 in [16], and the two results of the second one are stated in Corollaries 7.1.1(2) and 7.1.2 in [16], respectively.

Lemma 2.1. Let \( A \) and \( B \) be two \( m \times l \) matrices with rank \( B = \text{rank} A = r \) and \( \|A^\dagger\| \|B - A\| < 1 \). Then

\[
\|B^\dagger - A^\dagger\| \leq C \frac{\|A^\dagger\|^2 \|B - A\|}{1 - \|A^\dagger\| \|B - A\|}
\]
where

$$C = \begin{cases} \frac{1 + \sqrt{5}}{2} & \text{if } r < \min(m, l), \\ \sqrt{2} & \text{if } r = \min(m, l) \ (m \neq l), \\ 1 & \text{if } r = m = l. \end{cases}$$  \tag{2.2}$$

**Remark 2.1.** In the rest of the paper, we only focus on such singular cases when \( r < \min(m, l) \). Then \( C = \frac{1 + \sqrt{5}}{2} \) in **Lemma 2.1**. The full rank case, \( r = \min(m, l) \), can be studied similarly.

**Lemma 2.2.** Let \( A \) and \( B \) be two \( m \times l \) matrices with \( \text{rank}(A + B) \leq \text{rank} A = r \) and \( \|A^\top\|\|B\| < 1 \). Then

$$\text{rank}(A + B) = r \quad \text{and} \quad \|(A + B)^\top\| \leq \frac{\|A^\top\|}{1 - \|A^\top\|\|B\|}.$$  

Let \( L(\mu) \) be a positive nondecreasing function defined on \([0, \infty)\). In order to estimate \( \|f'(x_0)^{-1}(f'(x) - f'(y))\| \), Wang in [17] introduced the following concepts of center Lipschitz condition with \( L \)-average and center Lipschitz condition in the inscribed sphere with \( L \)-average, which play a key role in the study of Newton’s method for nonsingular systems.

**Definition 2.1.** Suppose that \( m = l \) and that \( f \) is a continuously Fréchet differentiable function from \( X \) to \( Y \). Let \( R > 0 \) and let \( x_0 \in X \) be such that \( f'(x_0)^{-1} \) exists.

(i) If

$$\|f'(x_0)^{-1}(f'(x) - f'(x_0))\| \leq \int_0^{\|x-x_0\|} L(\mu) \, d\mu, \quad x \in B(x_0, R),$$  \tag{2.3}$$

then \( f' \) is said to satisfy center Lipschitz condition with \( L \)-average in \( B(x_0, R) \).

(ii) If

$$\|f'(x_0)^{-1}(f'(x) - f'(y))\| \leq \int_{\|x-x_0\|}^{\|x-y\|} L(\mu) \, d\mu$$  \tag{2.4}$$

holds for any \( x \in B(x_0, R) \) and \( y \in B(x, R - \|x-x_0\|) \), then \( f' \) is said to satisfy center Lipschitz condition in the inscribed sphere with \( L \)-average in \( B(x_0, R) \).

In the following lines, we want to modify this notion to suit to the singular systems considered here. Since \( f'(x_0)^{-1} \) does not exist, we will replace \( f'(x_0)^{-1} \) by \( f'(x_0)^{\top} \). On the other hand, noting that \( f'(x_0)^{\top} = B\Pi_{\text{im} f'(x_0)} \), where \( B \) is the right inverse of \( f'(x_0) \) with the domain \( \text{im} f'(x_0) \) and the image \( \ker f'(x_0)^{\top} \), we lose the information about the component of \( f'(x) \) on \( \text{im} f'(x_0)^{\top} \) via \( f'(x_0)^{\top} \). Thus, we give the modification of **Definition 2.1** as follows.

**Definition 2.2.** Suppose that \( f \) is a continuously Fréchet differentiable function from \( X \) to \( Y \). Let \( x_0 \in X \) and \( R > 0 \).

(i) If

$$\|f'(x_0)^{\top}||f'(x) - f'(x_0)|| \leq \int_0^{\|x-x_0\|} L(\mu) \, d\mu, \quad x \in B(x_0, R),$$  \tag{2.5}$$

then \( f' \) is said to satisfy center Lipschitz condition with \( L \)-average in \( B(x_0, R) \).

(ii) If

$$\|f'(x_0)^{\top}||f'(x) - f'(y)|| \leq \int_{\|x-x_0\|}^{\|x-y\|} L(\mu) \, d\mu$$  \tag{2.6}$$

holds for any \( x \in B(x_0, R) \) and \( y \in B(x, R - \|x-x_0\|) \), then \( f' \) is said to satisfy center Lipschitz condition in the inscribed sphere with \( L \)-average in \( B(x_0, R) \).

**Remark 2.2.** From the definitions, we know that if \( f' \) satisfies center Lipschitz condition in the inscribed sphere with \( L \)-average in \( B(x_0, R) \), then it satisfies center Lipschitz condition with \( L \)-average there.
The following lemmas are useful when we prove the convergence theorem in the next section.

**Lemma 2.3.** Suppose that $f'$ satisfies center Lipschitz condition with $L$-average in $B(x_0, R)$ and that $x \in B(x_0, R)$ satisfies $\text{rank } f'(x) \leq \text{rank } f'(x_0) = r$ and $\int_0^{[x-x_0]} L(\mu) d\mu < 1$. Then the following assertions hold.

(i) $\text{rank } f'(x) = r$.

(ii) $\| f'(x) \| \leq \| f'(x_0) \| + \frac{1}{\| f'(x_0) \|} \int_0^{[x-x_0]} L(\mu) d\mu$.

(iii) $\text{rank } f'(x) \geq \text{rank } f'(x_0)$.

**Proof.** (i) Noting that

$$\Pi_{\ker f'(x_0)} + f'(x_0)^\dagger f'(x) = I_\mathbb{K} - f'(x_0)^\dagger (f'(x_0) - f'(x))$$

and

$$\| f'(x_0)^\dagger \| \cdot \| f'(x_0) - f'(x) \| \leq \int_0^{[x-x_0]} L(\mu) d\mu < 1, \tag{2.7}$$

we know that $\Pi_{\ker f'(x_0)} + f'(x_0)^\dagger f'(x)$ is nonsingular. By (2.1),

$$\Pi_{\text{im } f'(x_0)} f'(x) = f'(x_0) f'(x_0)^\dagger f'(x) + f'(x_0) \Pi_{\ker f'(x_0)} = f'(x_0) (f'(x_0)^\dagger f'(x) + \Pi_{\ker f'(x_0)}).$$

Hence

$$\text{rank } (\Pi_{\text{im } f'(x_0)} f'(x)) = \text{rank } f'(x_0) = r.$$

Thus

$$\text{rank } f'(x) \geq \text{rank } (\Pi_{\text{im } f'(x_0)} f'(x)) = r.$$

This together with the assumed condition $\text{rank } f'(x) \leq \text{rank } f'(x_0) = r$ implies that (i) holds.

(ii) This assertion follows from

$$\| f'(x) \| \leq \| f'(x_0) \| + \| f'(x) - f'(x_0) \| \leq \| f'(x_0) \| + \frac{1}{\| f'(x_0) \|} \int_0^{[x-x_0]} L(\mu) d\mu.$$

(iii) Set $A = f'(x_0)$ and $B = f'(x) - f'(x_0)$. Then by the assumptions and (2.7), $\text{rank } A = r$ and $\| A^\dagger \| \cdot B \| \leq \int_0^{[x-x_0]} L(\mu) d\mu < 1$. Thus, Lemma 2.2 is applicable to concluding that

$$\| f'(x) \| = \|(A + B)^\dagger\| \leq \frac{\| A^\dagger \|}{1 - \| A^\dagger \| B \|} \leq \frac{\| f'(x_0)^\dagger \|}{1 - \int_0^{[x-x_0]} L(\mu) d\mu}.$$

The proof of Lemma 2.3 is complete. □

**Lemma 2.4.** Suppose that $f'$ satisfies center Lipschitz condition in the inscribed sphere with $L$-average in $B(x_0, R)$ and $\int_0^{R} L(\mu) d\mu < 1$. Let $x \in B(x_0, R)$ and $y \in B(x, R - \| x - x_0 \|)$ be such that $\text{rank } f'(x) \leq \text{rank } f'(x_0) = r$ and $\text{rank } f'(y) \leq \text{rank } f'(x_0) = r$. Then

$$\| f'(y) - f'(x) \| \leq \frac{1 + \sqrt{5}}{2} \frac{\| f'(x) \|^2 \| f'(x_0) \|^2 \int_0^{[y-x]} L(\| x - x_0 \| + \mu) d\mu}{1 - \| f'(x) \| \cdot \| f'(x_0) \| \cdot \int_0^{[y-x]} L(\| x - x_0 \| + \mu) d\mu}. \tag{2.8}$$

**Proof.** Set $A = f'(x)$ and $B = f'(y)$. Then by Lemma 2.3(i) and (iii), we have

$$\text{rank } A = \text{rank } B = \text{rank } f'(x_0) = r$$

and

$$\| A^\dagger \| \leq \frac{\| f'(x_0)^\dagger \|}{1 - \int_0^{[x-x_0]} L(\mu) d\mu}. \tag{2.8}$$
By the assumed center Lipschitz condition, one has that
\[
\|f'(x_0)^\top\|B - A\| \leq \int_{[x-x_0]||y-x]} L(\mu) \, d\mu - \int_{[x-x_0]||y-x]} L(\mu) \, d\mu = \int_0^R L(\mu) \, d\mu - \int_0^R L(\mu) \, d\mu < 1 - \int_0^R L(\mu) \, d\mu.
\]
Combining this with (2.8) yields that \( A^\top \|B - A\| < 1 \). Therefore Lemma 2.1 is applicable and so
\[
\|f'(y)^\top - f'(x)^\top\| \leq 1 + \sqrt{2} \frac{\|f'(x)^\top\|^2}{2} \|f'(y) - f'(x)\| \leq 1 + \sqrt{2} \frac{\|f'(x)^\top\|^2}{2} \|f'(x_0)^\top\|^{-1} \int_{[x-x_0]||y-x]} L(\mu) \, d\mu - \int_{[x-x_0]||y-x]} L(\mu) \, d\mu \leq 1 + \sqrt{2} \frac{\|f'(x)^\top\|^2}{2} \|f'(x_0)^\top\|^{-1} \int_{[x-x_0]||y-x]} L(\mu) \, d\mu\]
which completes the proof. \( \square \)

The following lemma is a direct consequence of the known results [10, Lemma 2.3] and [17, Proposition 3.2].

**Lemma 2.5.** Let \( \rho \geq 0 \) and define the functions \( \psi_1 \) and \( \psi_2 \) as follows:
\[
\psi_1(t) := \frac{1}{t} \int_0^t L(\mu) \, d\mu, \quad t \in (0, +\infty),
\]
and
\[
\psi_2(t) := \frac{1}{t} \int_0^t (t - \mu)L(\rho + \mu) \, d\mu, \quad t \in (0, +\infty).
\]
Then \( \psi_1 \) and \( \psi_2 \) are positive nondecreasing on \( (0, +\infty) \).

**Lemma 2.6.** Suppose that \( f' \) satisfies center Lipschitz condition in the inscribed sphere with \( L \)-average in \( B(x_0, R) \) and let \( x, y \in B(x_0, R) \) be such that \( \|x - x_0\| + \|y - x\| < R \). Then the following assertions hold.

(i) \[
\|f'(x)(y - x) + f(x) - f(y)\| \leq \frac{1}{\|f'(x_0)^\top\|} \int_{[y-x]} (\|y - x\| - \mu)L(\|x - x_0\| + \mu) \, d\mu.
\]

(ii) \[
\|f(y) - f(x)\| \leq \frac{1}{\|f'(x_0)^\top\|} \int_{[y-x]} (\|y - x\| - \mu)L(\|x - x_0\| + \mu) \, d\mu + \|\psi_1\|\|y - x\|.
\]

**Proof.** By the assumed center Lipschitz condition, one has that
\[
\|f'(x)(y - x) + f(x) - f(y)\| = \frac{1}{\|f'(x_0)^\top\|} \int_0^{[f'(x) - f'((x + \tau(y - x)))]} (y - x) \, d\tau
\]
\begin{align*}
\leq & \frac{1}{\|f'(x_0)^*\|} \int_0^{\frac{1}{\|x-x_0\|} + |y-x|} \int_{\|x-x_0\|}^{\|x-x_0\| + |y-x|} L(\mu) \, d\mu \, y-x \, d\tau \\
= & \frac{1}{\|f'(x_0)^*\|} \int_{\|y-x\|}^{\|y-x\|} \left( \|y-x\| + \|x-x_0\| - \mu \right) L(\mu) \, d\mu \\
= & \frac{1}{\|f'(x_0)^*\|} \int_0^{\|y-x\|} \left( \|y-x\| - \mu \right) L\left( \|x-x_0\| + \mu \right) \, d\mu.
\end{align*}

This proves (i).

Since
\[ \|f(y) - f(x)\| \leq \|f'(x)(y-x) + f(x) - f(y)\| + \|f'(x)\| \|y-x\|, \]
(ii) now follows from (i) and the proof is complete. □

3. Convergence criterion

In the rest of the paper, we assume that \( \mathbb{X} \) and \( \mathbb{Y} \) are two Euclidean spaces with finite dimensions, and \( f \) is a continuously Fréchet differentiable function from an open subset \( G \) of \( \mathbb{X} \) to \( \mathbb{Y} \). Let \( x_0 \in G \). Newton’s method for \( f \) with initial point \( x_0 \) is defined by
\[ x_{n+1} = x_n - f'(x_n)^* f(x_n), \quad n = 0, 1, \ldots \quad (3.1) \]
We note that when \( f'(x_n) \) is an isomorphism, (3.1) becomes the classical Newton’s method (1.2).

Remark 3.1. Let
\[ Z := \{ \xi \in \mathbb{X} : f'((\xi)^* f(\xi) = 0 \}. \quad (3.2) \]
In general, when \( f \) is a singular system, Newton’s method (3.1) may converge to a point in \( Z \) rather than a solution of the equation \( f = 0 \).

Suppose that \( L(\mu) \) is a positive nondecreasing function defined on \([0, \infty)\). For simplicity, we introduce some notations. Let
\[ K = \|f'(x_0)^*\| \|f'(x_0)\|, \quad (3.3) \]
\[ \beta = \|f'(x_0)^*\| \|f(x_0)\|, \quad (3.4) \]
\[ \delta_1 = \int_0^{\beta} L(2\beta + \mu) \, d\mu, \quad (3.5) \]
\[ \delta_2 = \int_0^{2\beta} L(\mu) \, d\mu, \quad (3.6) \]
\[ \Delta_1 = \int_0^{\beta} (\beta - \mu) L(2\beta + \mu) \, d\mu, \quad (3.7) \]
\[ \Delta_2 = \int_0^{2\beta} (2\beta - \mu) L(2\beta + \mu) \, d\mu, \quad (3.8) \]
\[ p = \frac{\Delta_1}{\beta(1 - \delta_2)} + \frac{1 + \sqrt{5}}{2} \frac{\delta_1(\beta + \beta \delta_2 + 3\beta K + \Delta_1 + \Delta_2)}{\beta(1 - \delta_2)(1 - \delta_1 - \delta_2)} \quad (3.9) \]

Our main result is as follows.
Theorem 3.1. Suppose that \( f' \) satisfies center Lipschitz condition in the inscribed sphere with \( L \)-average in \( B(x_0, 2\beta) \) and suppose that rank \( f'(x) \leq \operatorname{rank} f'(x_0) \) for each \( x \in B(x_0, 2\beta) \). If
\[
\delta_1 + \delta_2 < 1 \quad \text{and} \quad p \leq \frac{1}{2},
\]
then the Newton’s sequence \( \{x_n\} \) defined by (3.1) converges to a point \( \xi \) in \( Z \), which is defined by (3.2), and the following assertions hold:
\[
\|x_{n+1} - x_n\| \leq \left( \frac{1}{2} \right)^n \|x_1 - x_0\|, \quad n = 1, 2, \ldots.
\] (3.11)
\[
\|x_0 - \xi\| \leq 2\|x_1 - x_0\|.
\] (3.12)

Proof. To prove (3.11), it suffices to show
\[
\|x_{k+1} - x_k\| \leq \frac{1}{2}\|x_k - x_{k-1}\|, \quad k = 1, 2, \ldots.
\] (3.13)

We use mathematical induction to prove (3.13). Since \( \delta_1 + \delta_2 < 1 \), we have
\[
\int_0^{\|x-x_0\|} L(\mu) d\mu \leq \int_0^{2\beta} L(\mu) d\mu = \delta_2 < 1, \quad \forall x \in B(x_0, 2\beta).
\] (3.14)

It follows from Lemma 2.3(i) that rank \( f'(x) = \operatorname{rank} f'(x_0) \). Noting that
\[
x_1 - x_0 = -f'(x_0)\dagger f(x_0) \in \ker f'(x_0)\dagger
\]
and
\[
f'(x_0)^\dagger f'(x_0) = \Pi_{\ker f'(x_0)\dagger},
\]
we have
\[
x_2 - x_1 = f'(x_0)^\dagger f'(x_0)(x_1 - x_0) + f'(x_0)^\dagger f(x_0) - f'(x_1)^\dagger f(x_1)
\]
\[
= f'(x_0)^\dagger[f'(x_0)(x_1 - x_0) + f(x_0) - f(x_1)] + [f'(x_0)^\dagger - f'(x_1)^\dagger][f(x_1) - f(x_0)] + [f'(x_0)^\dagger - f'(x_1)^\dagger] f(x_0).
\]

Since \( \|x_1 - x_0\| \leq \beta \) and \( L(\mu) \) is nondecreasing, it follows from Lemmas 2.4, 2.5 and 2.6 that
\[
\|x_2 - x_1\| \leq \left( \frac{1}{2} \right) \|x_1 - x_0\| L(\|x_1 - x_0\| + \mu) d\mu
\]
\[
+ \frac{1 + \sqrt{5}}{2} \int_0^{\|x_1 - x_0\|} L(\mu) d\mu \left( \int_0^{\|x_1 - x_0\|} (\|x_1 - x_0\| + \mu) L(\|x_1 - x_0\| + \mu) d\mu + K \|x_1 - x_0\| \right)
\]
\[
+ \frac{1 + \sqrt{5}}{2} \int_0^{\|x_1 - x_0\|} L(\mu) d\mu
\]
\[
\leq \left\{ \frac{\Delta_1}{\beta} + \frac{1 + \sqrt{5}}{2} \frac{\delta_1}{1 - \delta_1} \left( \frac{\Delta_1}{\beta} + K \right) + \frac{1 + \sqrt{5}}{2} \frac{\delta_1}{1 - \delta_1} \right\} \|x_1 - x_0\|
\]
\[
= \frac{\Delta_1}{\beta} + \frac{1 + \sqrt{5}}{2} \frac{\delta_1}{\beta(1 - \delta_1)} (\beta K + \Delta_1) \|x_1 - x_0\|
\]
\[
\leq p \|x_1 - x_0\| \leq \frac{1}{2} \|x_1 - x_0\|.
\]

This shows that (3.13) holds for \( k = 1 \).

Suppose that \( n > 1 \) and (3.13) holds for \( k = 2, 3, \ldots, n \). With the same argument as estimating \( \|x_2 - x_1\| \), we get
\[
\|x_{n+1} - x_n\| \leq \|f'(x_{n-1})^\dagger [f'(x_{n-1})(x_n - x_{n-1}) + f(x_{n-1}) - f(x_n)] + [f'(x_{n-1})^\dagger - f'(x_n)^\dagger][f(x_1) - f(x_0)] + [f'(x_{n-1})^\dagger - f'(x_n)^\dagger] f(x_n)\|
\]
\[
def = T_1 + T_2 + T_3.
\]
Below we will estimate $T_1$, $T_2$ and $T_3$, respectively. Since (3.13) holds for $k = 2, 3, \ldots, n$, it follows that
\[
\|x_i - x_0\| \leq \sum_{k=1}^{n} \|x_k - x_{k-1}\| \leq 2\|x_1 - x_0\| \leq 2\beta, \quad i = n - 1, n. \tag{3.15}
\]

Thus, applying Lemma 2.3(iii), one has that
\[
\|f'(x_{n-1})\| \leq \frac{\|f'(x_0)\|}{1 - \frac{\|x_n - x_0\|}{\|f'(x_0)\|} \int_0^{\|x_n - x_0\|} \frac{L(\mu)}{\mu} d\mu} \leq \frac{\|f'(x_0)\|}{1 - \frac{2\beta}{\|f'(x_0)\|} \int_0^{\|x_n - x_0\|} \frac{L(\mu)}{\mu} d\mu} = \frac{\|f'(x_0)\|}{1 - \delta_2}. \tag{3.16}
\]

By (3.15),
\[
L(\|x_n - x_0\| + \mu) \leq L(2\beta + \mu), \quad \forall \mu \geq 0. \tag{3.17}
\]

Combining this with the induction hypothesis ($\|x_n - x_{n-1}\| \leq \|x_1 - x_0\| \leq \beta$), we apply Lemma 2.5 to get that
\[
\int_0^{\|x_n - x_{n-1}\|} \left(\|x_n - x_{n-1}\| - \mu\right) L(\|x_n - x_0\| + \mu) d\mu \leq \frac{1}{\|x_n - x_{n-1}\|} \int_0^{\|x_n - x_{n-1}\|} \left(\|x_n - x_{n-1}\| - \mu\right) L(2\beta + \mu) d\mu \|x_n - x_{n-1}\| \leq \frac{\Delta_1}{\beta} \|x_n - x_{n-1}\|.
\]

This, together with Lemma 2.6(i), yields the following bound of $T_1$:
\[
T_1 \leq \frac{\|f'(x_{n-1})\|^2}{\|f'(x_0)\|^2} \int_0^{\|x_n - x_{n-1}\|} L(\|x_n - x_0\| + \mu) d\mu \leq \frac{\Delta_1}{\beta(1 - \delta_2)} \|x_n - x_{n-1}\|.
\]

To obtain some bounds for $T_2$ and $T_3$, we first estimate their common factor, $\|f'(x_{n-1}) - f'(x_n)\|$. By (3.17), the induction hypothesis and Lemma 2.5, we have
\[
\int_0^{\|x_n - x_{n-1}\|} L(\|x_n - x_0\| + \mu) d\mu \leq \frac{1}{\|x_n - x_0\|} \int_0^{\|x_1 - x_0\|} L(2\beta + \mu) d\mu \|x_n - x_{n-1}\| \leq \frac{\delta_1}{\beta} \|x_n - x_{n-1}\|.
\]

From Lemma 2.4, we obtain
\[
\|f'(x_{n-1}) - f'(x_n)\| \leq \frac{1 + \sqrt{5}}{2} \frac{\|f'(x_{n-1})\|^2}{\|f'(x_0)\|^2} \|f'(x_0)\|^{-1} \int_0^{\|x_n - x_0\|} L(\|x_n - x_0\| + \mu) d\mu \leq \frac{1 + \sqrt{5}}{2} \frac{\|f'(x_0)\|}{(1 - \delta_2)^2} \|x_n - x_{n-1}\| \leq \frac{\delta_1}{\beta} \|x_n - x_{n-1}\|.
\]

For the other factor of $T_2$, it follows from Lemma 2.6(ii) and Lemma 2.3(ii) that
\[
\|f(x_n) - f(x_1)\| \leq \frac{1}{\|f'(x_0)\|} \int_0^{\|x_n - x_{n-1}\|} \left(\|x_n - x_{n-1}\| - \mu\right) L(\|x_n - x_0\| + \mu) d\mu + \|f'(x_{n-1})\| \|x_n - x_{n-1}\| \leq \frac{\Delta_1}{\|f'(x_0)\|} \|x_1 - x_0\| \int_0^{\|x_n - x_{n-1}\|} L(\mu) d\mu + \frac{\Delta_1}{\|f'(x_0)\|} \|x_n - x_{n-1}\| \leq \frac{\Delta_1}{\|f'(x_0)\|} \left(K + \int_0^{\|x_n - x_{n-1}\|} L(\mu) d\mu\right) \beta \leq \frac{\beta\delta_2 + \beta K + \Delta_1}{\|f'(x_0)\|}.
\]

This, together with (3.18), yields that
\[
T_2 \leq \frac{1 + \sqrt{5}}{2} \frac{\|f'(x_0)\| \delta_1}{\beta(1 - \delta_2)(1 - \delta_1 - \delta_2)} \|x_n - x_{n-1}\| \times \frac{\beta\delta_2 + \beta K + \Delta_1}{\|f'(x_0)\|} = \frac{1 + \sqrt{5}}{2} \frac{\delta_1(\beta\delta_2 + \beta K + \Delta_1)}{\beta(1 - \delta_2)(1 - \delta_1 - \delta_2)} \|x_n - x_{n-1}\|.
\]
In order to get a bound for $T_3$, it suffices to estimate $\|f(x_{n-1})\|$. By Lemma 2.6(i), we have

\[
\|f(x_{n-1})\| \leq \|f(x_0)\| + \|f'(x_0)\|\|x_{n-1} - x_0\| + \|f(x_{n-1}) - f(x_0) - f'(x_0)(x_{n-1} - x_0)\|
\]

\[
\leq \|f(x_0)\| + 2\beta\|f'(x_0)\| + \frac{1}{\|f'(x_0)\|} \int_0^{\|x_{n-1} - x_0\|} (\|x_{n-1} - x_0\| - \mu) L(\mu) d\mu
\]

\[
\leq \|f(x_0)\| + 2\beta\|f'(x_0)\| + \frac{\Delta_2}{\|f'(x_0)\|}.
\]

Hence it follows from (3.18) that

\[
T_3 \leq \frac{1 + \sqrt{\delta}}{2} \frac{\|f'(x_0)^\dagger\delta_1}{\beta(1 - \delta_2)(1 - \delta_1 - \delta_2)} \|x_n - x_{n-1}\| \left( \|f(x_0)\| + 2\beta\|f'(x_0)\| + \frac{\Delta_2}{\|f'(x_0)\|} \right)
\]

\[
\leq \frac{1 + \sqrt{\delta}}{2} \frac{\delta_1(\beta + 2\beta K + \Delta_2)}{\beta(1 - \delta_2)(1 - \delta_1 - \delta_2)} \|x_n - x_{n-1}\|.
\]

Therefore

\[
\|x_{n+1} - x_n\| \leq T_1 + T_2 + T_3
\]

\[
\leq \left\{ \frac{\delta_1}{\beta(1 - \delta_2)} + \frac{1 + \sqrt{\delta} \delta_1(\beta + 2\beta K + \Delta_1 + \Delta_2)}{2 \beta(1 - \delta_2)(1 - \delta_1 - \delta_2)} \right\} \|x_n - x_{n-1}\|
\]

\[
= \frac{\delta}{\|x_n - x_{n-1}\|}
\]

\[
\leq \frac{1}{2} \|x_n - x_{n-1}\|.
\]

Hence (3.13) holds by mathematical induction.

We turn to prove the rest of the theorem. From (3.11), it is not difficult to see that $\{x_n\}$ is a Cauchy sequence, thus, it converges to a point in $\mathbb{R}$, say $\xi$. Letting $n \to \infty$ in

\[
x_{n+1} = x_n - f'(x_n)^\dagger f(x_n)
\]

we get $f'(\xi)^\dagger f(\xi) = 0$, that is, $\xi \in Z$. Since

\[
\|x_{n+1} - x_0\| \leq \sum_{k=1}^{n+1} \|x_k - x_{k-1}\| \leq \left( \sum_{k=1}^{n+1} \left( \frac{1}{2} \right)^{k-1} \right) \|x_1 - x_0\| \leq 2\|x_1 - x_0\|.
\]

Taking $n \to \infty$ gives (3.12). The proof is complete. \(\square\)

4. Applications

In this section, we will apply the obtained results in the previous section to two concrete cases, one is the case when $L(\mu) \equiv L$ is a constant function and the other case when $L$ is defined by

\[
L(\mu) := 2\gamma/(1 - \gamma \mu)^3, \quad \forall \mu \in \left[ 0, \frac{1}{\gamma} \right).
\]

(4.1)

where $\gamma > 0$ is a constant. For the first case, Theorem 3.1 gives the Kantorovich like convergence result; and for the second case, it gives Smale’s point estimate result. The latter one improves the corresponding convergence result in [2].

When $L(\mu) \equiv L$ is a constant function, the center Lipschitz condition in the inscribed sphere with $L$-average (2.6) becomes

\[
\|f'(x_0)^\dagger\| \|f'(x) - f'(y)\| \leq L \|y - x\|, \quad \forall x, y \in \mathcal{B}(x_0, R), \ y \in \mathcal{B}(x, R - \|x - x_0\|).
\]

(4.2)

Therefore, if $f$ satisfies the classical Lipschitz condition in $\mathcal{B}(x_0, R)$, then $f$ satisfies center Lipschitz condition in the inscribed sphere with constant $L$-average in $\mathcal{B}(x_0, R)$. In this case, the expressions (3.5)–(3.8) and (3.9) take the following forms, respectively,

\[
\delta_1 = L\beta = L \|f'(x_0)^\dagger\| \|f(x_0)\|,
\]

\[
\delta_2 = 2L\beta = 2\delta_1,
\]

\[
\Delta_1 = \frac{L}{2} \beta^2 = \frac{1}{2} \delta_1\beta,
\]

\[
\Delta_2 = 2L\beta^2 = 2\delta_1\beta.
\]
and
\[ p = \frac{\delta_1}{2(1 - 2\delta_1)} \left( 1 + \frac{1 + \sqrt{5}}{2} \frac{2 + 6K + 9\delta_1}{1 - 3\delta_1} \right), \]
where \( K \) and \( \beta \) are defined by (3.3) and (3.4), respectively. Thus, by Theorem 3.1, the following corollary is immediate.

**Corollary 4.1.** Suppose that \( f' \) satisfies (4.2) in the ball \( B(x_0, 2\beta) \), and that \( \text{rank } f'(x) \leq \text{rank } f'(x_0) \) for each \( x \in B(x_0, 2\beta) \). If
\[ \delta_1 = L \left\| f'(x_0) \right\| \left\| f(x_0) \right\| \leq \frac{1}{3} \]
and
\[ p = \frac{\delta_1}{2(1 - 2\delta_1)} \left( 1 + \frac{1 + \sqrt{5}}{2} \frac{2 + 6K + 9\delta_1}{1 - 3\delta_1} \right) \leq \frac{1}{2}, \]
then Newton's sequence \( \{x_n\} \) defined by (3.1) converges to a point \( \xi \in Z \), and (3.11) and (3.12) hold, where \( Z \) is defined by (3.2).

We can use a sufficient condition of \( p \leq \frac{1}{4} \) to simplify the conditions of Corollary 4.1. Let
\[ g(d) = \frac{d}{2(1 - 2d)} \left( 1 + \frac{1 + \sqrt{5}}{2} \frac{8 + 9d}{1 - 3d} \right). \]
We can prove that \( g(d) \) is increasing on \([0, \frac{1}{2})\). Since the root of \( g(d) - \frac{1}{2} = 0 \) is \( d_0 := 0.0519926 \ldots \), we have \( g(d) \leq \frac{1}{2} \) whenever \( 0 \leq d \leq d_0 \).

**Corollary 4.2.** Suppose that \( f' \) satisfies (4.2) in the ball \( B(x_0, 2\beta) \), and that \( \text{rank } f'(x) \leq \text{rank } f'(x_0) \) for each \( x \in B(x_0, 2\beta) \). If
\[ K\delta_1 = L \left\| f'(x_0) \right\| \left\| f(x_0) \right\| \leq d_0 := 0.0519926 \ldots, \]
then Newton's sequence \( \{x_n\} \) defined by (3.1) converges to a point \( \xi \in Z \), and (3.11) and (3.12) hold, where \( Z \) is defined by (3.2).

**Proof.** Suppose that \( K\delta_1 \leq d_0 \). Since \( K > 1 \), it follows that \( \delta_1 < \frac{1}{4} \) and
\[ p \leq \frac{1}{2(1 - 2K\delta_1)} \left( K\delta_1 + \frac{1 + \sqrt{5}}{2} \frac{8K\delta_1 + 9(K\delta_1)^2}{1 - 3K\delta_1} \right) = g(K\delta_1) \leq g(d_0) = \frac{1}{2}. \]
Thus the conditions in Corollary 4.1 are satisfied. Hence the conclusion holds by Corollary 4.1 and we complete the proof. \( \square \)

Next, taking \( L \) to be the function defined by (4.1), then the center Lipschitz condition in the inscribed sphere with \( L \)-average (2.6) becomes
\[ \left\| f'(x) - f'(y) \right\| \leq \frac{1}{(1 - \gamma \|x - x_0\| - \gamma \|y - x\|)^2} - \frac{1}{(1 - \gamma \|x - x_0\|)^2} \]
for each \( x \in B(x_0, \frac{1}{1 + \beta}) \) and \( y \in B(x, \frac{1}{\beta} \|x - x_0\|) \). We adopt the traditional notation used in Smale's point estimate theory, i.e., \( \alpha = \beta \gamma \). Assume that \( \alpha < \frac{1}{2} \). Then we have from (3.5)-(3.8) and (3.9) that
\[ \delta_1 = \frac{\alpha(2 - 5\alpha)(1 - 2\alpha)^2(1 - 3\alpha)^2}{(1 - 2\alpha)^2(1 - 3\alpha)^2} \leq \frac{K\alpha(2 - 5K\alpha)}{(1 - 2K\alpha)^2(1 - 3K\alpha)^2} \]
if \( K\alpha < \frac{1}{5} \),
\[ \delta_2 = \frac{4\alpha(1 - \alpha)}{(1 - 2\alpha)^2} \leq \frac{4K\alpha(1 - K\alpha)}{(1 - 2K\alpha)^2} \]
if \( K\alpha < \frac{1}{2} \),
\[ \Delta_1 = \frac{\beta\alpha}{(1 - 2\alpha)(1 - 3\alpha)} \leq \frac{\beta K\alpha}{(1 - 2K\alpha)(1 - 3K\alpha)} \]
if \( K\alpha < \frac{1}{3} \),
\[ \Delta_2 = \frac{4\beta\alpha}{(1 - 2\alpha)(1 - 4\alpha)} \leq \frac{4\beta K\alpha}{(1 - 2K\alpha)(1 - 4K\alpha)} \]
if \( K\alpha < \frac{1}{4} \),
and
\[ p = \frac{\alpha}{(1 - 3\alpha)(1 - 8\alpha + 8\alpha^2)} + \frac{1 + \sqrt{5}}{2} \frac{3K\alpha(2 - 5\alpha)}{(1 - 8\alpha + 8\alpha^2)(1 - 12\alpha + 18\alpha^2)} \]
\[ + \frac{1 + \sqrt{5}}{2} \frac{\alpha(2 - 5\alpha)(1 - 2\alpha - 4\alpha^2)}{(1 - 3\alpha)(1 - 4\alpha)(1 - 2\alpha)(1 - 8\alpha + 8\alpha^2)(1 - 12\alpha + 18\alpha^2)}. \]
Noting that \( 2\beta \leq \frac{1}{7} \) if \( 2\alpha \leq 1 \), we obtain the following corollary from Theorem 3.1.
Corollary 4.3. Suppose that \( f' \) satisfies (4.3) for any \( x \in B(x_0, 2\beta) \) and \( y \in B(x, 2\beta - \|x - x_0\|) \), and that \( \text{rank } f'(x) \leq \text{rank } f'(x_0) \) for any \( x \in B(x_0, 2\beta) \). Assume \( 2\alpha \leq 1 \). If
\[
\delta_1 + \delta_2 < 1 \quad \text{and} \quad p \leq \frac{1}{2},
\]
where \( \delta_1, \delta_2 \) and \( p \) are expressed in (4.4), (4.5) and (4.8), respectively, then Newton’s sequence \( \{x_n\} \) defined in (3.1) converges to a point \( \xi \in Z \), and (3.11) and (3.12) hold, where \( Z \) is defined by (3.2).

The conditions in the above corollary can be simplified. Let the function \( h \) be defined by
\[
h(d) = \frac{d}{(1 - 3d)(1 - 8d + 8d^2)} + \frac{1 + \sqrt{5}}{2} \frac{3d(2 - 5d)}{(1 - 8d + 8d^2)(1 - 12d + 18d^2)} + \frac{1 + \sqrt{5}}{2} \frac{d(2 - 5d)(1 - 2d - 4d^2)}{(1 - 3d)(1 - 4d)(1 - 2d)^2(1 - 8d + 8d^2)(1 - 12d + 18d^2)}
\]
for each \( d \in [0, \frac{2 - \sqrt{5}}{6}] \). Since \( h' \) is positive on \( (0, \frac{2 - \sqrt{5}}{6}] \), \( h(d) \) is increasing on \( [0, \frac{2 - \sqrt{5}}{6}] \). Let \( \tilde{d}_0 \) be the root of \( h(d) - \frac{1}{2} = 0 \) in \( [0, \frac{2 - \sqrt{5}}{6}] \). Then \( \tilde{d}_0 = 0.0223063 \ldots \), and \( h(d) \leq \frac{1}{2} \) whenever \( 0 \leq d \leq \tilde{d}_0 \).

Corollary 4.4. Suppose that \( f' \) satisfies (4.3) for any \( x \in B(x_0, 2\beta) \) and \( y \in B(x, 2\beta - \|x - x_0\|) \), and that \( \text{rank } f'(x) \leq \text{rank } f'(x_0) \) for any \( x \in B(x_0, 2\beta) \). If
\[
K\alpha \leq \tilde{d}_0 = 0.0223063 \ldots, \tag{4.9}
\]
then Newton’s sequence \( \{x_n\} \) defined in (3.1) converges to a point \( \xi \in Z \), and (3.11) and (3.12) hold, where \( Z \) is defined by (3.2).

Proof. Suppose that (4.9) holds. Then \( K\alpha < \frac{1}{2} \). Hence the inequalities (4.4)–(4.7) hold and
\[
\delta_1 K = \frac{K\alpha(2 - 5\alpha)}{(1 - 2\alpha)^2(1 - 3\alpha)^2} \leq \frac{K\alpha(2 - 5K\alpha)}{(1 - 2K\alpha)^2(1 - 3K\alpha)^2}. \tag{4.10}
\]
By (3.9),
\[
p = \frac{\Delta_1}{\beta(1 - \delta_2)} + \frac{1 + \sqrt{5}}{2} \frac{\delta_1(K\beta \delta_2 + 3\beta K + \Delta_1 + \Delta_2)}{\delta_1(1 - \delta_1 - \delta_2)}.
\]
It follows from (4.4)–(4.7) and (4.10) that \( p \leq h(K\alpha) \). Consequently, when \( K\alpha \leq \tilde{d}_0 \), we have \( p \leq \frac{1}{2} \), and \( \delta_1 + \delta_2 < 1 \) (actually, \( \delta_1 + \delta_2 < 1 \) holds if \( \alpha < 0.09 \)). Thus the conditions in the previous corollary are satisfied, and the current corollary holds.

Remark 4.1. Suppose that \( f \) is analytic at \( x_0 \), and let
\[
\gamma = \sup_{k \geq 2} \left( \left\| \frac{f'(x_0)^k}{k!} \right\| \right)^{\frac{1}{k}} < \infty. \tag{4.11}
\]
In [2, Theorem 7], Dedieu and Kim proved the conclusion of the above corollary under the condition \( K\alpha < \frac{1}{48} \approx 0.0208333 \). In this case, similar arguments to that in [17, p. 178], we can show that \( f' \) satisfies (4.3) on \( B(x_0, \frac{1}{8}) \) with \( \gamma \) defined by (4.11). Therefore Corollary 4.4 is an improvement of [2, Theorem 7].

We end this paper with two examples to illustrate our theoretical results.

Example 4.1. Let \( \mathbb{R}^2 \) be endowed with the \( l_1 \)-norm and define
\[
f(x) := \begin{pmatrix} t - s, \frac{1}{2}(t - s)^2 \end{pmatrix}^T, \quad x = (t, s)^T \in \mathbb{R}^2.
\]
Then \( f \) is a continuously Fréchet differentiable function from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \), and
\[
f'(x) = \begin{pmatrix} 1 & -1 \\ t - s & s - t \end{pmatrix}, \quad x = (t, s)^T \in \mathbb{R}^2.
\]
Hence, \( \text{rank } f'(x) \) is 1 for each \( x \in \mathbb{R}^2 \), and its Moore–Penrose inverse is
\[
f'(x)^\dagger = \frac{1}{2[1 + (t - s)^2]} \begin{pmatrix} 1 & t - s \\ -1 & s - t \end{pmatrix}, \quad x = (t, s)^T \in \mathbb{R}^2.
\]
Let \( x_0 = \left( \frac{27}{50}, \frac{1}{2} \right)^T \). Then \( \| f'(x_0) \| = \frac{625}{626} \). Furthermore, since for any \( x = (t_1, s_1)^T, \ y = (t_2, s_2)^T \in \mathbb{R}^2 \),

\[
\| f'(x_0)^T \| \ | f'(x) - f'(y) | \leq \frac{625}{626} (|t_1 - t_2| + |s_1 - s_2|) \leq \frac{625}{626} \| y - x \|.
\]

one sees that \( f' \) satisfies (4.2) in \( \mathbb{R}^2 \) with \( L = \frac{625}{626} \). Note that

\[
\delta_1 = L \| f'(x_0)^T \| f(x_0) \| = \left( \frac{625}{626} \right)^2 \times \frac{51}{1250} = \frac{31875}{783752}
\]

and

\[
K = \| f'(x_0)^T \| f'(x_0) \| = \frac{625}{626} \times \frac{26}{25} = \frac{325}{313}.
\]

It follows that

\[
Kh_1 = \frac{325}{313} \times \frac{31875}{783752} = \frac{10359375}{245314376} \approx 0.042229 < d_0.
\]

Hence the assumptions in Corollary 4.2 are satisfied and Newton’s sequence \( \{x_n\} \) defined in (3.1) with \( x_0 = \left( \frac{27}{50}, \frac{1}{2} \right)^T \) converges to a point \( \xi \in Z \) satisfying (3.11) and (3.12).

**Example 4.2.** Let \( \mathbb{R}^2 \) be endowed with the \( l_1 \)-norm, \( x_0 = (0, 0)^T \) and \( 0 < a < \omega \), where \( \omega = 0.0223063 \ldots \) as given in Corollary 4.4. Define

\[
f(x) := (a + t - s, a + \ln(1 + t - s))^T, \quad x = (t, s)^T \in B(x_0, 1).
\]

Then \( f \) is analytic on \( B(x_0, 1) \), and

\[
f'(x) = \begin{pmatrix}
\frac{1}{1+t-s} & -1 \\
-1 & \frac{1}{1+t-s}
\end{pmatrix}, \quad x = (t, s)^T \in B(x_0, 1).
\]

Hence, \( \text{rank } f'(x) = 1 \) for each \( x \in B(x_0, 1) \). In particular, \( f'(x_0) = \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix} \) and its Moore–Penrose inverse is

\[
f'(x_0)^+ = \frac{1}{4} \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}.
\]

Moreover, by mathematical induction, we can easily get that, for each \( x = (t, s)^T \in B(x_0, 1) \),

\[
f^{(k)}(x)u_1 u_2 \cdots u_k = (-1)^{k+1} (k-1)! \prod_{i=1}^{k} (u_i^1 - u_i^2) \left( \begin{array}{c} 0 \\ 1 \end{array} \right)_{(1+t-s)^k},
\]

where \( u_i = (u_i^1, u_i^2)^T \in \mathbb{R}^2 \) for each \( i = 1, 2, \ldots, k \). Consequently,

\[
\| f'(x_0)^T \| = \frac{1}{2} \quad \text{and} \quad \| f^{(k)}(x_0) \| = (k - 1)!
\]

This implies that

\[
\gamma := \sup_{k \geq 2} \left( \| f'(x_0)^T \| \left \| \frac{f^{(k)}(x_0)}{k!} \right \| \right)^{\frac{1}{k}} = 1.
\]

By Remark 4.1, \( f' \) satisfies (4.3) on \( B(x_0, \frac{1}{3}) \) with \( \gamma = 1 \). Note that

\[
\alpha = \beta \gamma = \| f'(x_0)^T \| \| f(x_0) \| = a \quad \text{and} \quad K = \| f'(x_0)^T \| \| f'(x_0) \| = 1.
\]

It follows that

\[
Ka = a < \omega.
\]

Hence the assumptions in Corollary 4.4 are satisfied and Newton’s sequence \( \{x_n\} \) defined in (3.1) with \( x_0 = (0, 0)^T \) converges to a point \( \xi \in Z \) satisfying (3.11) and (3.12).
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