Overlapping computation and communication of three-dimensional FDTD on a GPU cluster
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A B S T R A C T

Large-scale electromagnetic field simulations using the FDTD (finite-difference time-domain) method require the use of GPU (graphics processing unit) clusters. However, the communication overhead caused by slow interconnections becomes a major performance bottleneck. In this paper, as a way to remove the bottleneck, we propose the ‘kernel-split method’ and the ‘host-buffer method’ which overlap computation and communication for the FDTD simulation on the GPU cluster. The host-buffer method in particular enables overlapping without any modifications to the update-kernels that are already in use. We also present theoretical formulas to predict the overlap threshold and the total throughput for each method. By using our overlap methods with 6 GPU nodes, we demonstrate that the total performance of 3D FDTD reaches 92% of a six-fold increase, which is the upper limit that would be reached if there were no communication overhead.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

The finite-difference time-domain (FDTD) method is a popular numerical method for electromagnetic field simulations [1]. The three-dimensional (3D) FDTD simulations that are used for practical applications involving complex and large scale structures require large allocations of memory and have significant run times. A graphics processing unit (GPU) enables hardware accelerations suitable for the 3D FDTD simulation [2–6]. In a previous paper, we have demonstrated the increase in computational power that is achievable through the performance analysis and optimization of the 3D FDTD method on a single GPU [7]. To further increase the computational power and overcome the limited memory size of a single GPU, clustering of GPUs is necessary [8–10]. A GPU cluster is an aggregation of computers in which each node is equipped with single or multiple GPUs.

The main issues affecting the performance of FDTD using the GPU cluster are the load balancing and the communication overhead. Load balancing is required when the processing powers of each node are different or when the update-functions executed in each node are not the same. The load balancing for FDTD on a heterogeneous GPU cluster has been discussed thoroughly in the literature [11]. The communication overhead occurs in FDTD because field arrays at the boundary of the grid space in each node should be exchanged between nearest nodes. To reduce the communication overhead, high-end networking systems such as InfiniBand, Myrinet and 10 Gigabit Ethernet are often used [12,13]. These high-end networking systems have the merits of very low latency and high bandwidth compared to common networking systems such as Gigabit Ethernet. Recently, the GPUDirect technology for NVIDIA GPUs with Infiniband and Myrinet has enabled direct communication between GPUs in different nodes [14,15].

The communication overhead can also be reduced by overlapping computation and communication without resort to high-end networking systems. There have been reports on overlapping computation and communication in a CPU-based cluster [16]. The communication overhead is a critical factor in a GPU cluster because the processing speed of a GPU for FDTD is much faster than that of a CPU. In this paper, we propose two methods, which we call the ‘kernel-split method’ and the ‘host-buffer method’ that overlap computation and communication for 3D FDTD on the GPU cluster. The host-buffer method in particular enables the overlapping of computation and communication without any modifications to the update-kernels executed in the GPU that are already in use. We also present theoretical formulas to predict the overlap threshold and the total throughput for each method. To test the methods, we have performed theoretical analyses and compared them with experiments on a GPU Cluster with NVIDIA Tesla C2075 GPUs. By using
Fig. 1. Schematic diagram of communications between two nodes in the GPU cluster: two field arrays used for communication in the main grid are transmitted and received through memory copies and MPI communications. The main grid along the y-axis and z-axis is omitted for simplicity. The MPI nodes are arranged along the x-axis and each node communicates with its two nearest neighbors. Two nodes are placed above and below to emphasize the communication regions.

2. Overlap methods

The process of communications for FDTD in the GPU cluster consists of three steps, as follows: (a) memory copy from GPU to host (b) MPI send and receive communications (c) memory copy from host to GPU. The communications between two nodes in the GPU cluster are shown schematically in Fig. 1. The main grid in Fig. 1 is a Yee grid where the electric fields are located at the face and the magnetic fields are located at the side in a cubic grid [1]. When the NVIDIA GPUDirect technology and specialized 3rd party network adaptors are used, the memory copy between the GPU and the host can be omitted.

In FDTD, the region used for communication is quite a lot smaller than the main region in most cases. If the communication region can be updated separately, the MPI communications can be overlapped with the update-kernels updating the main grid in the GPU. In this way, the MPI communication time is hidden by overlapping it with the execution time of the update-kernels. We propose the kernel-split method and the host-buffer method in order to overlap the computation and communication.

The kernel-split method directly splits the role of the update-kernels into two parts: (a) updating the region for communication and (b) updating the main region. First, the region used for communication is updated, then the updating of the main region and the MPI communication are executed simultaneously. Because the kernel of CUDA or OpenCL is originally executed asynchronously, user-level thread programming is not required. This method is intuitive. The main drawback, however, is that all update-kernels such as PML (Perfectly Matched Layer), PBC (Periodic Boundary Condition) and TFSF (Total Field/Scatter Field) must be split into two parts.

The host-buffer method utilizes the host-side buffer which is the two-layered FDTD region in the host. The procedure is as follows: When the updating of the main region in the GPU is started, the updating of the host-buffer is started simultaneously. Due to its small grid size, the updating of the host-buffer soon completes. The host-buffer immediately starts the MPI communication. Finally, the host-buffer copies the memory into or from the main region in the GPU. In the host-buffer method, Fig. 2 shows a schematic diagram of the data flow in two MPI nodes, while Fig. 3 shows a workflow and causal relationships between thread processes in a MPI node. The greatest advantage of the host-buffer method is that no splitting of the kernel or function is required. This enables overlapping of the computation and the communication without any modifications to the update-kernels that are already in use. The buffers in the host often include additional update-functions such as PML, PBC and TFSF. Since the size of the buffer is much smaller than the size of the main grid in most cases, the total performance is little affected by the performance of the buffer. Thus the update-functions for the buffers can be implemented without painful performance optimization.

Fig. 4 schematically shows a comparison of the execution times for one time-step between non-overlap and overlap methods. The non-overlap method has understandably the longest execution time because computation and communication are executed sequentially. The overlap methods, on the other hand, can drastically reduce the execution time due to the simultaneous execution of computation and communication. The kernel-split method and the host-buffer method show little difference in terms of performance. Both of these overlap methods can hide the communication time behind the computation time when the update-kernel’s execution time is long enough (which is the same as requiring that the main grid size is large enough).

3. Theoretical analysis

We provide the theoretical formula to determine the overlap condition through quantification of the execution times of each operation in Fig. 4. From this, we can quantitatively predict the total throughput in the GPU cluster as well as the threshold of the overlap condition. For simplicity, we assume that the MPI nodes are distributed along one axis and that a node only communicates with its two nearest-neighbor nodes. We use the abbreviations that are shown in Table 1.
Fig. 2. Schematic diagram of communications using the host-buffer method: the host-buffer is wholly responsible for the MPI communications independently of updating the main region in the GPU.

Fig. 3. Workflow and causal relationships of the host-buffer method in a MPI node (rank n); arrows indicate causal relationships between two threaded processes. The job indicated by the end point of the arrow must be executed after the job indicated by the start point of the arrow is completed. Two cases are presented where (a) the communication time is smaller than the computation time, or (b) the communication time is larger than the computation time.

The execution times of memory copy and MPI communication are given by

\[ T_{\text{memcpy}} = 4 \times \left( \frac{2 \times n\text{byte} \times G_{\text{comm}}}{B_{\text{memcpy}}} + L_{\text{memcpy}} \right) \]  
\[ T_{\text{mpi}} = 4 \times \left( \frac{2 \times n\text{byte} \times G_{\text{comm}}}{B_{\text{mpi}}} + L_{\text{mpi}} \right) \]

where \( G_{\text{comm}} \) is a grid size of the communication region. The \( B_{\text{memcpy}} \) and \( L_{\text{memcpy}} \) are the bandwidth and the latency of the memory copy between the GPU and the host. The \( B_{\text{mpi}} \) and \( L_{\text{mpi}} \) are...
are the bandwidth and the latency of the MPI communications. The coefficient 2 is the number of field arrays copied at each grid point. The coefficient 4 in Eq. (1) is the number of memory copies between the GPU and the host. The coefficient 4 in Eq. (2) is the number of MPI send/recv communications.

We define the computation time as the sum of update-kernel’s execution time and the memcpy time:

$$T_{\text{comp}} = T_{\text{memcpy}} + \frac{G_{\text{comp}}}{\text{THP}_{\text{gpu}}}$$  \hspace{1cm} (3)

where $G_{\text{comp}}$ is the grid size of the main region and $\text{THP}_{\text{gpu}}$ is the throughput of the FDTD in the GPU. The $\text{THP}_{\text{gpu}}$ is the ratio of the grid size of the main region to the sum of the execution times of the update-kernels of FDTD, such as PML, PBC and TFSF. In a previous paper, we showed that if we know the operational intensity of each update-kernel and the memory bandwidth of the GPU, then we can predict the $\text{THP}_{\text{gpu}}$ [7]. We do not consider the latency time of the kernel execution because it is negligible. The kernel-split and the host-buffer methods, therefore, have the same computation time. Similarly, the communication time is defined by

$$T_{\text{comm}} = \begin{cases} T_{\text{mpi}} + T_{\text{memcpy}} + \frac{G_{\text{comm}}}{\text{THP}_{\text{gpu}}} & \text{(kernel-split method)} \\ T_{\text{mpi}} + \frac{G_{\text{buffer}}}{\text{THP}_{\text{buffer}}} & \text{(host-buffer method)} \end{cases}$$  \hspace{1cm} (4)

where $G_{\text{buffer}}$ is the grid size of the host-buffer and $\text{THP}_{\text{buffer}}$ is the throughput of the single-thread FDTD in the CPU.

We can define the overlap condition from the computation time and the communication time as

$$T_{\text{comp}} \geq T_{\text{comm}}.$$  \hspace{1cm} (5)

By substituting Eqs. (3) and (4) into Eq. (5), we obtain the conditions as

$$\frac{G_{\text{comp}}}{G_{\text{comm}}} \geq \begin{cases} 1 + \frac{\text{THP}_{\text{gpu}}}{G_{\text{comm}}} \times T_{\text{mpi}} & \text{(kernel-split method)} \\ \frac{2}{\text{THP}_{\text{buffer}}} + \frac{T_{\text{mpi}} - T_{\text{memcpy}}}{G_{\text{comm}}} & \text{(host-buffer method)} \end{cases}$$  \hspace{1cm} (6)

We define the threshold of the overlap condition as the value satisfying the equality in Eq. (6). This equation shows that the communication time can be overlapped by the computation time when the ratio of grid sizes ($G_{\text{gpu}}/G_{\text{comm}}$) is greater than the threshold.

We can also estimate the total throughput in the GPU cluster through combinations of the computation time, the communication time and the overlap condition. We assume that all nodes have the same grid size as the main region, $G_{\text{comp}}$. The total throughput is defined by

$$\text{THP}_{\text{total}} = \begin{cases} \frac{G_{\text{comp}}}{G_{\text{comm}}} \times N_{\text{node}} & \text{at } R \geq R_0 \\ \frac{G_{\text{comp}}}{G_{\text{comm}}} \times N_{\text{node}} & \text{at } R < R_0 \end{cases}$$  \hspace{1cm} (7)

where

$$R = \frac{G_{\text{comp}}}{G_{\text{comm}}}$$  \hspace{1cm} (8)

and $R$ is the ratio of grid sizes, $R_0$ is the threshold and $N_{\text{node}}$ is the number of MPI nodes. Substituting Eqs. (3), (4) and (6) into Eq. (7) yields

$$\text{THP}_{\text{total}} |_{R \geq R_0} = \left( \frac{1 + \frac{\text{THP}_{\text{gpu}}}{G_{\text{comm}}} \times T_{\text{mpi}}}{\text{THP}_{\text{gpu}}} \right)^{-1} \times N_{\text{node}}$$  \hspace{1cm} (9)

$$\text{THP}_{\text{total}} |_{R < R_0} = \begin{cases} \left( \frac{1 + \frac{T_{\text{mpi}} + T_{\text{memcpy}}}{G_{\text{comm}}}}{\text{THP}_{\text{buffer}}} \right)^{-1} \times R \times N_{\text{node}} & \text{(kernel - split)} \\ \left( \frac{2}{\text{THP}_{\text{buffer}}} + \frac{T_{\text{mpi}}}{G_{\text{comm}}} \right)^{-1} \times R \times N_{\text{node}} & \text{(host - buffer)} \end{cases}$$  \hspace{1cm} (10)

We consider the $G_{\text{comm}}$ as a constant because in most cases the ratio of grid sizes ($R$) is only changed upon domain decomposition in the GPU cluster. In Eq. (9), if the ratio of grid sizes is large enough or the memcpy time is small enough, the total throughput comes close to the upper limit of $\text{THP}_{\text{gpu}} \times N_{\text{node}}$. The ratio of grid sizes
can be increased up to the limit of the GPU memory size. The memory

copy time can be decreased by using technologies such as zero-copy,
page-locked memory and PCI-Express v3.0 [17,18].

On the whole, the total throughput tends to decrease as the ratio of grid sizes is decreased. Especially, when the ratio of grid sizes is smaller than the threshold, the total throughput is decreased linearly. Contrary to the behavior under the threshold, the total throughput is relatively constant above the threshold. In the practical sense, consequently, the optimum ratio of grid sizes should be just above the threshold in order to achieve efficient overlapping.

4. Experimental results

We compare the theoretical predictions for the overlap threshold and the total throughput with experimental results obtained using NVIDIA Tesla C2075 GPUs. We measure experimentally the throughput, bandwidth and latency as shown in Tables 2 and 3 to obtain the theoretical predictions of the threshold from Eqs. (6) and the total throughput from Eqs. (9) and (10). We first measure the execution times for the update-kernel, update-function, memory copy and MPI communication when the grid size is varied from 1 Mpoints to 25 Mpoints. We also determine the throughput, bandwidth and latency by using the gradients and y-intercepts of the first degree polynomials that were linearly fitted to the execution times. The throughput is measured by only the fundamental methods of FDTD without any additional methods such as PML, PBC or TFSF. Note that the throughput can be decreased if these methods are included in the update-kernel and update-function. The update-kernels executed in the GPU were fully-optimized by using optimization methods which are summarized in the literature [7].

The update-functions executed in the CPU were not optimized. We did not optimize for the buffer region in the host to implement easily the additional update-functions such as PML, PBC and TFSF. The calculation using CPU was performed with a single core and without the SIMD vectorization. The total performance, however, is little affected by the non-optimized CPU codes.

Fig. 5 shows that the theoretical predictions of the overlap threshold and the total throughput are in agreement with the experimental results. The theoretical predictions are obtained by substituting the quantities in Tables 2 and 3 into Eqs. (6), (9) and (10). This confirms that the theoretical formulas can be a useful guideline for achieving high performance in the GPU cluster as follows: (a) The memory time is dominant for the performance enhancement from Eq. (9) when the ratio of grid sizes is larger than the threshold. (b) The MPI communication time is also dominant for the performance enhancement form Eq. (10) when the ratio of grid sizes is smaller than the threshold. (c) The ratio of grid sizes should be above the threshold for overlapping the computation and the communication.

Fig. 6 shows a comparison of the total throughput between the non-overlap methods and the overlap methods: the dash–dot line on the top represents the upper limit which is the throughput of a single GPU. The dashed line and the solid line represent the theoretical predictions. The square and circle symbols represent the experimental results.

The kernel-split and host-buffer overlap methods show performances that are much higher than those of the non-overlap methods. The total throughput of the overlap methods reaches 92% of the upper limit. It is noteworthy that the high performance was
obtained in a Gigabit Ethernet environment without a high-end networking system such as InfiniBand, Myrinet or 10 G Ethernet. If optimizing methods to reduce the memcpy times such as zero-copy are applied, the total throughput comes close to the upper limit. The experimental results show that our overlap methods are very practical even in a GPU cluster with Gigabit Ethernet using commodity hardware. Table 4 shows the experimental equipment. All of the cluster nodes are identical. For the FDTD simulations, we used the periodic boundary condition in all directions, The sine-wave line source was excited to generate a cylindrical wave propagation.

5. Conclusion

We proposed the ‘kernel-split method’ and the ‘host-buffer method’, which overlap computation and communication of the 3D FDTD on the GPU cluster. The kernel-split method directly splits the update-kernels into two parts. The host-buffer method utilizes the host-side FDTD buffer. There is no difference between the two methods in terms of performance. The host-buffer method in particular has a great merit in that it does not require any splitting of the kernel or function. This enables overlapping without any modifications to the update-kernels that are already in use.

We have also presented the theoretical formula to predict the threshold of the overlap condition and the total throughput of the GPU cluster. The theoretical formula can also be a useful guideline for optimizations to achieve high performance. We have confirmed that the theoretical predictions for the overlap threshold and the total throughput are in reasonable agreement with the experimental results by using NVIDIA Tesla C2075 GPUs. In addition, we demonstrated that the proposed methods are very practical even in a GPU cluster with a Gigabit Ethernet environment, which is the most common networking system.

Furthermore, we point out that our overlapping methods will be useful for stencil (nearest-neighbor) computations, which are widely used to numerically solve various partial differential equations. Since the region for communication is much smaller than the main region in most stencil computations, our methods can be well applied.
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