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1. Introduction

Surface skinning or lofting is a powerful method for surface generation from a set of sectional curves. It can be used for surface design based on a set of input curves [1–5], and it can be used to reconstruct smooth surfaces from rows of scanned data too [6–8]. Surface skinning for rows of data points often consists of two main steps, fitting a set of curves to rows of data points and generating a surface that passes through the sectional curves exactly or approximately.

In CAD, NURBS surfaces have become an industry standard for representing freeform shapes and it is a common process to fit looted NURBS or B-spline surfaces to sectional curves or sampled data points. Usually, the sectional curves represented by B-splines have independent knot vectors. These knot vectors should be made compatible to permit a passing B-spline surface. However, a B-spline surface that passes through the sectional curves may have explosive knots and thus a huge number of control points as well by naively merging all knot vectors of the sectional curves to have a common knot vector. How to reduce the number of knots in the common knot vector while assuring the quality of sectional curves is a challenging problem for B-spline surface skinning [9–11].

As a generalization of B-spline surfaces, a T-spline surface permits T-junctions in its control mesh [12], which enables local refinement of knots or control points of the surface [13]. These properties make T-splines very flexible in representing complex surface shapes with much fewer control points than B-spline surfaces. To approximate dense regular grid data or even irregular surface meshes, a T-spline surface can be obtained by least squares fitting with adaptive knot insertion [14,15] or by a hierarchical subdivision of the parameter domain [16].

In this paper we propose to use T-splines for surface skinning to overcome the knot compatibility problem. We examine a special class of T-spline surfaces that can be regarded as the blending of some control curves using B-spline basis functions. The control curves themselves are also B-spline curves parameterized by another parameter. Differently from tensor-product B-spline surfaces of which the control curves are defined on a common knot vector, the control curves of the T-spline surfaces may have independent knot vectors. These T-spline surfaces have many advantages of B-spline surfaces. For example, evaluation of points or derivatives on a T-spline surface can be reduced to point or derivative evaluation on B-spline curves. Meanwhile, they also have flexibility in representing complex surfaces with as few control points as possible, especially for the approximation of rows of sampled points or sectional curves with independent knot vectors. A T-spline surface skinning algorithm is then proposed, which does not require compatibility of sectional curves. Specifically, for each row of ordered data points, the algorithm...
first interpolates the data points by an independent B-spline curve. Then the B-spline curves are used as sectional curves of a parametric surface and the control curves of the surface are computed as linear combinations of the sectional curves. Finally each control curve is approximated by a B-spline curve with fewer knots. As a result, the lofted T-spline surface has much fewer control points than its B-spline counterpart.

The paper is structured as follows. Section 2 briefly reviews B-spline curve interpolation and Section 3 describes a class of T-spline surfaces, which will be used for surface skinning. Then in Section 4, we present an algorithm for constructing a T-spline surface that approximates rows of data points within a given tolerance bound. Experimental examples are provided in Section 5, which demonstrate the effectiveness of the proposed algorithm. Section 6 concludes the paper.

2. Review of B-spline curve interpolation

A B-spline curve of order $k$ (or degree $k - 1$) can be represented by

$$C(u) = \sum_{i=0}^{K} X_i N_{i,k}(u),$$

where $X_i$ are the control points of the curve and $N_{i,k}(u)$ are the B-spline basis functions defined on a given knot vector $u = [u_0, u_1, \ldots, u_{K+1}]$. The knots $u_i$ are non-decreasing and no $k$ knots are the same except for at two ends. For any $u \in [u_{k-1}, u_{k+1}]$, $N_{i,k}(u)$ can be recursively evaluated by

$$N_{i,k}(u) = \begin{cases} 1, & \text{if } u \in [u_i, u_{i+1}]; \\ 0, & \text{otherwise} \end{cases}$$

$$N_{i,k}(u) = \frac{u - u_i}{u_{i+k-1} - u_i} N_{i,k-1}(u) + \frac{u_{i+k} - u}{u_{i+k} - u_{i+1}} N_{i+1,k-1}(u)$$

with $0/0 = 0$ if $u_i = u_{i+1}$.

Assume $P_i, i = 0, 1, \ldots, K$, are a set of ordered points, $d_0$ and $d_K$ are two given boundary derivatives. If the knots and nodes are also given in advance, a cubic B-spline curve can be uniquely determined to interpolate the input data [17].

When the interpolating curves are to be used as sectional curves of an interpolating surface, the chord length parametrization of the input points can help to reduce the distortion of interpolating surfaces [7]. Let $d_0 = 0, d_i = d_{i-1} + [P_{i-1}, P_i]$ for $i = 1, 2, \ldots, K$, and $u_i = d_i/d_0$ for $i = 0, 1, \ldots, K$. An interpolating B-spline curve can be represented by $C(u) = \sum_{i=0}^{K+1} X_i N_{i,k}(u)$ with knot vector $u = [u_0, u_0, u_1, u_1, u_2, \ldots, u_{k-1}, u_k, u_k, u_k]$. The control points $X_i$ for the curve are determined by the following equations

$$C(u_i) = \sum_{j=0}^{K+2} X_j N_{j,k}(u_i) = P_i, \quad i = 0, 1, \ldots, K$$

$$C'(u_0) = \frac{3}{u_1 - u_0} (X_1 - X_0) = d_0$$

$$C'(u_k) = \frac{3}{u_k - u_{k-1}} (X_{k+2} - X_{k+1}) = d_K.$$  

It is clear that $X_0 = P_0$ and $X_{k+2} = P_K$. The remaining control points can be solved from the following linear system (see Box 1).

It is easily verified that the coefficient matrix of the above linear system is diagonally dominated, and the system can be solved efficiently by numerical algorithms such as LU decomposition [17].

When only sampled points are known, the end derivatives $d_0$ and $d_K$ can be estimated by two interpolating parabolic curves to the first three or the last three point data, respectively. It yields

$$d_0 = \gamma_0 P_0 + \gamma_1 P_1 + \gamma_2 P_2$$

$$d_K = \gamma_0 P_K + \gamma_1 P_{K-1} + \gamma_2 P_{K-2}$$

where $\gamma_0 = -\left(\frac{u_1 - u_0}{u_2 - u_0} + \frac{u_2 - u_0}{u_1 - u_0}\right)$, $\gamma_1 = \frac{1}{u_1 - u_0} + \frac{1}{u_2 - u_1}$,

$$\gamma_2 = \frac{1}{u_1 - u_0} - \frac{1}{u_2 - u_1}$$

and $\gamma_0 = \frac{1}{u_0 - u_{k-1}} + \frac{1}{u_0 - u_k}$, $\gamma_1 = -\left(\frac{1}{u_0 - u_{k-1}} + \frac{1}{u_0 - u_k}\right)$.

Besides the parabolic ends stated above, the natural ends for cubic B-spline curve interpolation are also a popular choice, which assumes that the second order derivatives of an interpolating curve vanish at two ends, i.e., $C''(u_0) = 0$ and $C''(u_k) = 0$. Eqs. (3) and (4) should then be replaced by the following two equations

$$2\Delta_0 + \Delta_1 X_1 - \Delta_0 X_0 = X_0$$

$$-\Delta_0 + \Delta_1 X_K + 2\Delta_0 + \Delta_1 X_{K+1} = X_{K+2}$$

where $\Delta_0 = u_1 - u_0$, $\Delta_1 = u_2 - u_1$, $\Delta_2 = u_K - u_{k-1}$ and $\Delta_2 = u_{k-1} - u_{k-2}$. The coefficient matrix of the linear system consisting of Eqs. (2), (5) and (6) is also a diagonal-dominated matrix, and the system can be solved in the same way as the system with given boundary derivatives.

3. T-spline surfaces with control curves

In this section we describe a special class of T-spline surfaces that are defined by the following equation:

$$S(u, v) = \sum_{j=0}^{I} \sum_{i=0}^{J} V_{i,j} N_{i,k_1}(u) N_{j,k_2}(v),$$

where $V_{i,j}$ are the control points and $N_{i,k_1}(u) N_{j,k_2}(v)$ are the blending functions. In particular, $N_{i,k_1}(u)$ are the B-spline basis functions of order $k_1$ defined on knot vectors $u = [u_0, u_1, \ldots, u_{J+1}]$ for $j = 0, 1, \ldots, J$ and $N_{j,k_2}(v)$ are the B-spline basis functions of order $k_2$ defined on knot vector $v = [v_0, v_1, \ldots, v_{I+1}]$. The knot vectors $u_j$ also satisfy the end constraints, $u_j^{(0)} = u_{j-1}^{(0)} = \cdots = u_0^{(0)} = u_0$ and $u_j^{(0)} = u_{j+1}^{(0)} = \cdots = u_J^{(0)} = u_J$. The equation of the T-spline surface by Eq. (7) can be reformulated as

$$S(u, v) = \sum_{j=0}^{I} Q_j(u) N_{j,k_2}(v), \quad (u, v) \in [u_0, u_k] \times [v_{k-1}, v_{j+1}]$$

where $Q_j(u) = \sum_{i=0}^{J} V_{i,j} N_{i,k_1}(u)$ are a set of B-spline curves. These B-spline curves are called the control curves for the surface, just like the control points for B-spline curves. Such T-splines are called T-spline surfaces with control curves.

Except for the end constraints, the knot vectors of the control curves of surface $S(u, v)$ basically are independent. Then a T-spline surface with control curves is characterized to have a global knot vector $v$ and a set of individual knot vectors $u_j$. When all the individual knot vectors happen to be the same, i.e., $u_0 = u_1 = \cdots = u_I$, the T-spline surface of (7) reduces to a B-spline surface.

Proposition. The blending functions of a T-spline surface with control curves are linearly independent and form a partition of unity.
Proof. Assume the T-spline surface is defined by Eq. (7). To prove the blending functions are linearly independent, we assume \( \sum_{j=0}^{1} c_{ij} N_{i,j}(u) = 0 \) with some constants \( c_{ij} \). Let \( c_{ij}(u) = \sum_{j=0}^{1} c_{ij} N_{i,j}(u) \). The identity becomes \( \sum_{j=0}^{1} c_{ij}(u) = 0 \), which gives \( c_{ij}(u) = 0 \) for \( j = 0, 1, \ldots, J \) due to the linear independence of B-spline basis functions \( N_{i,j}(u) \). Similarly, since \( N_{i,j}(u) \), \( i = 0, 1, \ldots, I + 1 \), \( j = 0, 1, \ldots, J \), are defined on knot vector \( \{u_{k} \} \), we conclude that \( c_{ij}(u) = 0 \) for \( i = 0, 1, \ldots, I \). Therefore, \( \sum_{j=0}^{1} c_{ij}(u) N_{i,j}(u) \) is linearly independent.

Next, since B-spline basis functions form a partition of unity, \( \sum_{j=0}^{1} \sum_{i=0}^{j} c_{ij} N_{i,j}(u) = 1 \) and thus \( \sum_{j=0}^{1} \sum_{i=0}^{j} c_{ij} N_{i,j}(u) N_{i,j}(v) = \sum_{j=0}^{1} c_{ij} N_{i,j}(u) \). □

While T-spline surfaces with control curves have flexibility in knot vectors and numbers of control points of the control curves, they can also be evaluated as simply as B-spline surfaces. In fact, the evaluation of points or partial derivatives of a T-spline surface can be reduced to the evaluation of points or derivatives of B-spline curves. For example, the partial derivatives of the surface can be obtained as

\[
\frac{\partial S(u,v)}{\partial u} = \sum_{j=0}^{1} Q(u) N_{i,j}(v)
\]

\[
\frac{\partial S(u,v)}{\partial v} = \frac{d}{dv} \sum_{j=0}^{1} Q(u) N_{i,j}(v)
\]

where \( Q(u) \) is the derivative of \( Q(u) \) with respect to parameter \( u \) and \( Q(u) \) is the derivative of \( Q(u) \) with respect to parameter \( v \).

From Eq. (8) we can see that the insertion or deletion of a knot can be implemented completely locally while only the insertion or deletion of a knot should be implemented across the whole parameter domain. The local reﬁnement of knot permits construction of control curves with adaptive knot vectors for a T-spline surface. This property makes T-spline surfaces with control curves an appropriate tool for lofted surface interpolation or approximation.

4. Approximate T-spline surface skinning

The problem we consider here can be stated as follows: given a set of input points \( \{P_{ij} \} : 0 \leq i \leq m; 0 \leq j \leq n \) that are arranged in \( n+1 \) rows and \( m+1 \) columns, we can construct a T-spline surface \( S(u,v) = \sum_{j=0}^{n+2} \sum_{i=0}^{j} Q(u) N_{i,j}(v) \) approximating the points within a prescribed tolerance, where \( Q(u) = \sum_{j=0}^{n+2} Q_{ij}(u) \).

Following the fashion of B-spline surface skinning, we construct an approximate T-spline surface by performing a series of B-spline curve interpolation. Basically, the T-spline surface skinning procedure consists of three steps:

1. Interpolate data points of each row by a B-spline curve \( R_{l}(u) \), which results in sectional curves.
2. Compute the control curves \( Q(u) \) of an interpolating surface \( S(u,v) \), which are linear combinations of the sectional curves.
3. Approximate each control curve \( Q(u) \) by \( Q(u) \), a B-spline curve with fewer knots, which results in the desired T-spline surface \( S(u,v) \).

The first step can be accomplished using the algorithms explained in Section 2. Particularly, for the \( j \)th row of data points \( P_{ij} : 0 \leq i \leq m \), we normalize the chord length parameters and obtain the knot vector \( s_{j} = \{0, 0, 0, u_{i}^{(0)}, u_{1}^{(0)}, \ldots, u_{m}^{(0)}, 1, 1, 1\} \) with \( u_{i}^{(0)} = u_{1}^{(0)} = 0 \) and \( u_{m}^{(0)} = 1 \). A cubic interpolating B-spline curve \( R_{j}(u) \) is constructed, which satisfies \( R_{j}(u_{i}^{(0)}) = P_{ij} \) for \( 0 \leq i \leq m \). After all the interpolating curves are generated, they will be used as sectional curves for surface skinning process.

The second and third steps are elaborated below.

4.1. Computation of control curves for an interpolating surface \( S(u,v) \)

To determine an interpolating surface \( S(u,v) \), we choose a knot vector for parameter \( u \). Let \( v_{0} = 0, \; v_{j} = v_{j-1} + |P_{ij} - P_{i,j-1}| + |P_{i,j-1} - P_{i,j-1,j} - P_{i,j} - P_{i,j-1}| \) for \( j = 1, 2, \ldots, n \). A set of B-spline basis functions \( N_{i,j}(u) \) are defined on knot vector \( v = \{v_{0}, v_{1}, v_{2}, \ldots, v_{n}, v_{n+1}, v_{n+2}, v_{n+3}\} \).

Let \( S(u,v) = \sum_{j=0}^{n+2} Q(u) N_{i,j}(v) \). We want to find the control curves \( Q(u) \), which satisfy the following interpolation conditions:

\[
S(u,v_{l}) = \sum_{j=0}^{n+2} Q(u) N_{i,j}(v_{l}) = R_{l}(u), \quad l = 0, 1, \ldots, n
\]

\[
\frac{\partial^{2} S(u,v_{l})}{\partial u^{2}} \bigg|_{v=v_{l}} = 0
\]

\[
\frac{\partial^{2} S(u,v_{l})}{\partial v^{2}} \bigg|_{u=u_{0}} = 0
\]

Here we use the natural end conditions in the \( v \) direction. The other end conditions can be analyzed in a similar way. For notational simplicity, we may just use \( Q(u) \) for \( Q(u) \) and use \( R_{l} \) for \( R_{l} \), without causing ambiguity.

Similar to Eqs. (2)–(4) and Eqs. (9)–(11) can be represented in matrix form too. In fact, we have

\[
\begin{bmatrix}
Q_{0} \\
Q_{1} \\
Q_{2} \\
\vdots \\
Q_{n} \\
Q_{n+1} \\
Q_{n+2}
\end{bmatrix} =
\begin{bmatrix}
R_{0} \\
R_{1} \\
R_{2} \\
\vdots \\
R_{n-1} \\
R_{n}
\end{bmatrix}
\]

where
Because matrix $M$ is diagonally dominated, the linear system (12) can be solved robustly.

Differently from curve interpolation by which a set of control points are solved, the solution to system (12) gives a set of control curves. To obtain the control curves exactly, we compute the inverse matrix of $M$ first. See Appendix for the computation of the inverse matrix of $M$. Assuming (see Box II) we let

$$C = \begin{pmatrix} q_0 & q_2 & \cdots & q_0m & q_0, n+1 \\ q_1 & q_2 & \cdots & q_1m & q_1, n+1 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ q_{n+1} & q_{n+2} & \cdots & q_{nm} & q_{n+1, n+1} \\ q_{n+2, 1} & q_{n+2, 2} & \cdots & q_{n+2, m} & q_{n+2, n+1} \end{pmatrix}$$

where $q_{i1} = p_{00} + p_{01}$ and $q_{i, n+1} = p_{i, n+1} + p_{i, n+2}$ for $i = 0, 1, \ldots, n+2$.

From Eq. (12), the control curves $Q(u)$ can be obtained as

$$Q(u) = M^{-1} R(0) \begin{pmatrix} q_0 \\ q_1 \\ \vdots \\ q_{n+1} \\ q_{n+2} \end{pmatrix} = C \begin{pmatrix} R_0 \\ R_1 \\ \vdots \\ R_{n+1} \\ R_{n+2} \end{pmatrix}$$

Thus, the control curves obtained by Eq. (13) can be represented by

$$Q(u) = \sum_{i=0}^{n} q_{i+1} R_i(u), \quad j = 0, 1, \ldots, n+2.$$  

### 4.2. Computation of control curves for approximate $T$-spline skinning surface $S(u, v)$

Note that each $Q(u)$ obtained by (14) is actually a cubic $B$-spline curve defined on knot vector $s_{all} = \bigcup_{i=0}^{m} s_i$ by knot insertion. This is because $R(u)$ are a set of cubic $B$-spline curves defined on knot vector $s_i = \{0, 0, 0, 0, u_{i1}, u_{i2}, \ldots, u_{i, m}, 1, 1, 1\}$. Thus, the skinning surface with control curves $Q(u)$ is just an interpolating $B$-spline surface. However, the unified knot vector may have a huge number of knots and the number of control points of curve $Q(u)$ may be very large too. To obtain a skinning surface with fewer control points, we here present a method to replace $Q(u)$ by an approximating curve $\bar{Q}(u)$ that has an independent knot vector with much fewer knots.

Recall that $S(u_{i1}, v_j) = \sum_{j=0}^{n+2} Q_j(u_{i1}) N_j(v_j) = P_d$ for $0 \leq i \leq m$, $0 \leq j \leq n$. For a given tolerance $\varepsilon$, if $|Q(u_{i1}) - Q(u_{i1})| < \varepsilon$ hold for all knots $u_{i1} \in s_{all}$, the distance from any point $P_d$ to the approximate $T$-spline surface with control curves $Q(u)$, which is defined by $\bar{S}(u, v) = \sum_{j=0}^{n+2} \bar{Q}_j(u) N_j(v)$, is less than $\varepsilon$. Therefore we only need to construct approximate control curves $\bar{Q}(u)$ such that the distance between $Q(u)$ and $\bar{Q}(u)$ at the knots is less than $\varepsilon$.

To construct the approximate control curve $\bar{Q}(u)$, we first choose knots from $s_{all}$ to form a selected knot vector $\bar{u}$. Second, we start with a subset of $\bar{u}$ as the current knot vector and find a cubic $B$-spline curve $\bar{Q}(u)$ that interpolates the points sampled on the curve $Q(u)$ at the knots in the current knot vector. Third, we check the error $\|Q(u_{i1}) - \bar{Q}(u_{i1})\|$ for all $u_{i1}$ in the selected knot vector. If the maximum error is larger than $\varepsilon$, the corresponding knot will be inserted into the current knot vector and a new cubic $B$-spline curve will be constructed to interpolate the sampled points corresponding to the updated current knot vector. We continue this process until the maximum error is less than $\varepsilon$.

Then the curve $Q(u)$ will be used as a control curve for the lofted $T$-spline surface. Fig. 1 illustrates the knot vectors of control curves of a $T$-spline surface as well as the knot vectors for those original sectional curves.

Considering the fact that farther sectional curves $R(u)$ have less influence on a particular control curve $Q(u)$, we only choose and check knots from sectional curves that are close to a control curve $Q(u)$. To compute an approximate control curve $\bar{Q}(u)$, the selected knot vector $\bar{u}$ are chosen as follows

$$\bar{u}_0 = \bar{u}_1 = s_0 \cup s_1$$
$$\bar{u}_{j} = s_{j-2} \cup s_{j-1} \cup s_j, \quad j = 2, 3, \ldots, n$$
$$\bar{u}_{n+1} = \bar{u}_{n+2} = s_{n-1} \cup s_n.$$
knots for the computation of control curves, the final T-spline surface still approximates the initial points within a prescribed tolerance in our experiments.

If the selected knot vector is \( \bar{u}_j = \{0, 0, 0, 0, \bar{u}_2^j, \bar{u}_3^j, \ldots, \bar{u}_k^j, 1, 1, 1, 1\} \), we let the initial current knot vector for the approximate control curve \( Q(u) \) be \( u_j = \{0, 0, 0, 1, 1, 1, 1\} \).

Now suppose a current knot vector is denoted by \( u_j = \{u_0^j, u_0^j, u_0^j, u_0^j, u_0^j, u_0^j, u_0^j, u_0^j, u_0^j, u_0^j\} \) with \( u_0^j = 0 \) and \( u_L^j = 1 \). We sample points and boundary derivatives from the original control curve \( Q(u) \):

\[
G_j = Q(u_0^j) = \sum_{i=0}^{n} q_{j,i+1} R_i(u_0^j), \quad i = 0, 1, \ldots, K
\]

\[
d_0 = Q'(u_0^j) = \sum_{i=0}^{n} q_{j,i+1} R_i'(u_0^j).
\]

\[
d_K = Q'(u_L^j) = \sum_{i=0}^{n} q_{j,i+1} R_i'(u_L^j).
\]

Using the algorithm described in Section 2, we obtain a B-spline curve \( \bar{Q}(u) \) by interpolating points \( G_j \) and end derivatives \( d_0, d_K \) with the current knot vector \( u_j \).

We compute the distances between curves \( Q(u) \) and \( \bar{Q}(u) \) at knots in the selected knot vector \( \bar{u}_j \). If

\[
\max_{1 \leq j \leq k} |Q(u_i^j) - \bar{Q}(\bar{u}_j^i)| < \varepsilon,
\]

output \( \bar{Q}(u) \) as a control curve of the lofted T-spline surface. Otherwise, the knot corresponding to the maximum error is inserted into the current knot vector \( u_j \), and a new control curve is generated for the updated sampled points and current knot vector. This process is repeated until a control curve within the permitted error bound at all knots in the selected knot vector has been found. If all knots in the selected knot vector \( \bar{u}_j \) have been in the current knot vector, we have \( u_j = \bar{u}_j \) and the maximum error is zero. This implies that the iteration process terminates in a finite number of steps.

To sum up, we outline the algorithm for approximate control curve computation below.

Algorithm 1. Approximate control curve computation

**input:** \( R_i(u), q_{j,i+1}, i = 0, 1, \ldots, n \) and \( \varepsilon \)

**output:** a cubic B-spline curve \( \bar{Q}(u) \)

1. Choose a selected knot vector \( \bar{u}_j \);
2. Initialize the current knot vector \( u_j = \{0, 0, 0, 1, 1, 1, 1\} \);
3. Compute end derivatives and sampled points of \( Q(u) \) at all knots in \( u_j \);
4. Interpolate a cubic B-spline curve \( \bar{Q}(u) \) with knot vector \( u_j \) to the sampled data;
5. Check distances between pairs of points \( \bar{Q}(u) \) and \( Q(u) \) sampled at knots in \( u_j \);
6. If the maximum error is greater than \( \varepsilon \), refine knot vector \( u_j \) and go to step 3;
7. Output \( \bar{Q}(u) \) as a control curve.

5. Experimental examples

In this section we present several examples to show the usefulness and effectiveness of the proposed T-spline surface skinning. The comparison between the resulting T-spline surfaces and the lofted B-spline surfaces generated by the approximate B-spline surface skinning technique proposed by Piegl and Tiller in [3] is also given.

First, we present an example of dustpan shape modeling by T-spline surface skinning. To model the surface, a set of data points have been sampled on 11 sectional curves which are composed of smoothly jointed line segments and circular arcs; see Fig. 2(a). There are 222 sampled points in total and each row has at least 10 and at most 30 points. The interpolating B-spline curves with chord length parametrization are illustrated in Fig. 2(b). Fig. 2(c) shows the lofted T-spline surface with an error bound \( \varepsilon = 10^{-5} \), where 1 is the diagonal diameter of the bounding box of the original sampled data. From the plot of iso-parameter curves in Fig. 2(d) we can see that curve interpolation using chord length parameters arouses no distortion for surface approximation. The control mesh of the lofted T-spline surface is depicted in Fig. 2(e). Because the skinning B-spline surface with the same error bound looks almost the same as the T-spline surface, we just plot the control mesh for the lofted B-spline surface in Fig. 2(f). The number of control points of one control curve and the total number of control points of a T-spline surface or a B-spline surface are given in Table 1.
Table 1
Numbers of control points of the skinning B-spline surfaces or the T-spline surfaces.

<table>
<thead>
<tr>
<th>Example</th>
<th>Tolerance ($\varepsilon$)</th>
<th>B-spline control points</th>
<th>T-spline control points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>One control line</td>
<td>Total</td>
</tr>
<tr>
<td>Dustpan</td>
<td>$10^{-5}$</td>
<td>45</td>
<td>585</td>
</tr>
<tr>
<td>Wave</td>
<td>$0.5 \times 10^{-3}$</td>
<td>168</td>
<td>1,176</td>
</tr>
<tr>
<td>Screwdriver handle</td>
<td>$10^{-4}$</td>
<td>52</td>
<td>728</td>
</tr>
<tr>
<td>Head</td>
<td>$0.5 \times 10^{-3}$</td>
<td>181</td>
<td>18,462</td>
</tr>
</tbody>
</table>

Fig. 2. Dustpan surface modeling by approximate surface skinning: (a) the sampled data; (b) the interpolating B-spline curves; (c) the lofted T-spline surface; (d) the iso-parameter curves of the T-spline surface; (e) the T-spline control mesh; (f) the B-spline control mesh.

Second, we model a wave shape surface using surface skinning techniques, too. The initial points are sampled from five wave shape curves that have different wave lengths. Due to the variances of the curve shapes, the points are sampled adaptively on each
curve and there are totally 504 sampled points, as shown in Fig. 3(a). After interpolating each row of data points by a B-spline curve, a T-spline surface that approximates the sampled data within an error bound $\varepsilon = 0.5 \times 10^{-3}$ is constructed; see Fig. 3(b) for the T-spline surface. Fig. 3(c) shows the control mesh of the T-spline surface and Fig. 3(d) is the control mesh of the approximate skinning B-spline surface. Because the control curves of the T-spline surface are constructed with adaptively chosen knot vectors, every control curve of the T-spline surface has fewer control points than one control curve of the B-spline surface. Consequently, the total number of control points of the T-spline surface is less than half the number of control points of the skinning B-spline surface; see Table 1 for the results.

Third, we present an example of reconstructing the shape of a screwdriver handle by surface skinning. We have sampled 12 rows, totally 1224 points, from an original screwdriver model and each row contains 90–150 sampled points; see Fig. 4(a) for the sampled points. In the same way as the above two examples, a set of B-spline curves have been constructed independently to interpolate the original sampled data using chord length parametrization. By choosing a relative error bound as $\varepsilon = 10^{-4}$, we obtain the lofted T-spline surface shown in Fig. 4(b). From Table 1, we know that the approximate T-spline surface has much fewer control points than a B-spline surface; see Fig. 4(c) and (d) for the control mesh of the T-spline surface or the control mesh of the approximate B-spline surface, respectively.

Finally, we present an example of reconstructing a more complex shape by approximate T-spline surface skinning. The original model is a triangular mesh. A harmonic scalar field is computed on the mesh surface using the algorithm proposed in [18], and then 18,368 points are sampled on 100 iso-parameter curves of the field; see Fig. 5(a) for the sampled points. An approximate T-spline surface with control curves is obtained using a tolerance $\varepsilon = 0.5 \times 10^{-3}$, where 1 is the length of the diagonal diameter of the bounding box of the input points. Fig. 5(b) displays the T-spline surface. The control mesh of the T-spline surface has 6631 control points; see Fig. 5(c) for the control mesh of the T-spline surface. When the sampled data is fitted by a B-spline surface using the same error bound, the control mesh has about two times more control points than the T-spline surface; see Fig. 5(d) for the lofted B-spline surface and its control mesh.

From the above examples we can see that the shape of an approximate T-spline surface or a B-spline surface depends greatly on the shape or the quality of the input data. If the original points are sampled from a smooth surface or the sampled curves are smooth and sparse spaced, the resulting surfaces are usually smooth. On the other hand, if the points are sampled from some wavy curves or the points contain noise, the approximate skinning surfaces may have local undulations when the tolerance is chosen to be a small number. This suggests that one can construct smooth skinning surfaces using filtered points if the input data contain noise.
6. Conclusion

In this paper we propose to use a special class of T-spline surfaces for surface skinning. The T-spline surfaces in this class can have control curves with independent knot vectors offering flexibility in surface skinning and can be evaluated as simply as B-spline surfaces. A T-spline surface skinning algorithm has been presented, which generates a T-spline surface approximating the input rows of data points within a prescribed tolerance. The control curves of the T-spline surface are obtained by fitting B-spline curves with adaptively chosen knot vectors. The lofted T-spline surface with adaptively constructed control curves usually has much fewer control points than a lofted B-spline surface when they are approximating the same set of data points within the same tolerance bound. The algorithm can overcome the knot compatibility problem existing in conventional B-surface skinning.
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Appendix. Inverse matrix computation

We now show how to compute the inverse matrix of coefficient matrix $\mathbf{M}$ of Eq. (12). Let $\beta_{0} = b_{0}, \alpha_{i} = a_{i}/\beta_{i-1}$ and $\beta_{i} = b_{i} - \alpha_{i}c_{i-1}$ for $i = 1, 2, \ldots, n+2$. Let $\gamma_{i} = c_{i}/\beta_{i}$ for $i = 0, 1, \ldots, n+1$. Matrix $\mathbf{M}$ can then be decomposed into

$$
\mathbf{M} = \mathbf{M}_{\alpha} \mathbf{M}_{\beta} \mathbf{M}_{\gamma},
$$

where

$$
\mathbf{M}_{\alpha} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
\alpha_{1} & 1 & 0 & \cdots & 0 & 0 \\
0 & \alpha_{2} & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \alpha_{n+1} & 1 & 0 \\
0 & 0 & \cdots & 0 & \alpha_{n+2} & 1
\end{pmatrix}
$$

$$
\mathbf{M}_{\beta} = \text{Diag}(\beta_{0}, \beta_{1}, \ldots, \beta_{n+2})
$$

and

$$
\mathbf{M}_{\gamma} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & \gamma_{1} & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & \gamma_{n+1} \\
0 & 0 & 0 & \cdots & 0 & 1
\end{pmatrix}
$$

The inverse matrix of $\mathbf{M}_{\beta}$ is

$$
\mathbf{M}_{\beta}^{-1} = \text{Diag} \left\{ \frac{1}{\beta_{0}}, \frac{1}{\beta_{1}}, \ldots, \frac{1}{\beta_{n+2}} \right\}.
$$

The inverse matrices $\mathbf{M}_{\alpha}^{-1}$ and $\mathbf{M}_{\gamma}^{-1}$ are

$$
\mathbf{M}_{\alpha}^{-1} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
\varepsilon_{10} & 1 & 0 & \cdots & 0 & 0 \\
\varepsilon_{20} & \varepsilon_{21} & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\varepsilon_{n+1,0} & \varepsilon_{n+1,1} & \cdots & \varepsilon_{n+1,n} & 1 & 0 \\
\varepsilon_{n+2,0} & \varepsilon_{n+2,1} & \cdots & \varepsilon_{n+2,n} & \varepsilon_{n+2,n+1} & 1
\end{pmatrix}
$$

with $\varepsilon_{ij} = \Pi_{i=0}^{j-1} (-\alpha_{i})$ and

$$
\mathbf{M}_{\gamma}^{-1} = \begin{pmatrix}
1 & r_{01} & r_{02} & \cdots & r_{0,n+1} & r_{0,n+2} \\
0 & 1 & r_{12} & \cdots & r_{1,n+1} & r_{1,n+2} \\
0 & 0 & 1 & \cdots & r_{2,n+1} & r_{2,n+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{pmatrix}
$$

with $r_{ij} = \Pi_{i=0}^{j-1} (-\gamma_{i})$. Thus the inverse matrix of $\mathbf{M}$ is obtained as

$$
\mathbf{M}^{-1} = \mathbf{M}_{\gamma}^{-1} \mathbf{M}_{\beta}^{-1} \mathbf{M}_{\alpha}^{-1}.
$$
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